
Natural Language Processing
Isac Boström, Rebecka Jacobsson & Britta Thörnblom



Outline
➔ What Is Natural Language Processing?

➔ Vector Representation of Words

➔ Application 1: Machine Translation

➔ Application 2: Generating Clickbait Headlines

➔ Summary



What is Natural Language Processing?

➔ So what is a natural language?
◆ Language that develops naturally in humans
◆ In practice: Used for communication between humans, e.g English
◆ Opposite: Constructed languages, eg. Python

Aim: Create computer systems that can understand and output “natural language”.

➔ And what is the point?
◆ Path to AI
◆ Simplify communication between humans and machines

➔ What are the major subtasks?
◆ Automatic text summarization, classification and translation
◆ Text generation and question-answering
◆ Speech recognition and sentiment analysis



Vector representation
➔ How to teach a machine to understand meaning and context of a word?

➔ Vector representation of words

➔ The cosine distance between the vectors tells 
us how the respective words are related

➔ Neural network

King

Queen

Uncle

Aunt



Vector representation - neural networks

The dog chases the ___.

Either determine a word 
given a context, or 
determine a context given 
a word.

(Continuous bag-of-words)

Two large data sets.



Vector representation - results

➔ King - Man + Woman = Queen

➔ Windows - Microsoft + Google = Android

➔ Knee is to Leg as Elbow is to … [Forearm, Arm, Ulna bone]

Using simple vector operations: 



Machine translation

English Spanish

Basic idea: 
The relations between simple 
words are similar in most 
languages

Mikolov et al 2013



Generating a dictionary: a how-to
1. Construct a word space for each language using large amounts of text
2. Learn the linear projection between the languages

➔ Makes it possible to project a word from one word space to another

➔ Output is the vector of the second word space most similar to the projection



A glimmer of the maths

English Spanish

Transformation 
matrix

Vector representation of 
the original word

Vector in target language 
space closest to the 
transformation



Weeding out misinterpretations
Confidence measure: the cosine between transformed vector and output vector

Translations below a certain threshold are discarded



Some results
Translations from english to spanish with 
confidence scores exceeding 0.5

Loan words, probably more 
commonly used in their original form

Oraciones = prayers
Rezo = I pray

Overall: solid translations



Logical errors

Imperio

Example:

Dictatorship
Imperialism
Tyranny



Correction of existing dictionaries
1. Translate a number of words
2. Compute the confidence measures compared to an existing dictionary
3. Discard those with high confidence measures 

➔ The remaining translations have little overlap between dictionary and 
computed translation

➔ These dictionary entries can be corrected without having to revise the whole 
dictionary



This Application of Automated Text-Generation Will 
Shock You. It’s Amazing!

Clickbait: Web content aimed at generating advertising revenue, relying on 
sensationalist headlines to attract click-throughs and encourage forwarding over 
online social networks - Wikipedia

Suitable because:

➔ Headlines are short
➔ Simple language
➔ Small syntactic variation
➔ Correct grammar not necessary



Four Facts About Recurrent Neural Networks Every 
CAS Student Should Know - You Won’t Believe 
Number Three!

➔ The long short term memory (LSTM) 
architecture provides a solution

➔ RNN:s have memory, which makes them 
suitable for NLP

➔ Standard training method is back propagation 
through time (BPTT)

➔ The contribution to the gradient decreases 
exponentially with the time lag between inputs



How The Clickbait Network Was Trained - You Can’t 
Imagine What Happened Next!
Input

➔ 2 million headlines from 
Buzzfeed, Gawker, 
Jezebel, Huffington Post 
and Upworthy

➔ Pre-trained word vector 
representations

Training

➔ RNN network with 
two recurrent LSTM 
layers ?



13 Crazy Clickbait Headlines Created by Machines
John McCain Warns Supreme Court To Stand Up For Birth Control Reform

Mary J . Williams On Coming Out As A Woman

Romney Camp: ‘I Think You Are A Bad President'

Barack Obama Says …
… It’s Wrong To Talk About Iraq
… GOP Needs To Be Key To New Immigration Policy
… He Is Wrong

Kim Kardashian Says …
… Kanye West Needs A Break From Her
… She Looks Fake
… She’s Married With A Baby In New Mexico

Miley Cyrus Turns 13

A Tour Of The Future Of Hot Dogs In The 
United States

How To Use The Screen On The IPhone 3 
Music Player

How To Get Your Kids To See The Light



Summary



Further Reading / References
➔ Glove and Word2Vec

➔ Mikolov et al, all articles from 2013 but especially

◆ Efficient Estimation of Word Representations in Vector Space

◆ Exploiting Similarities among Languages for Machine Translation 

➔ Auto-Generating Clickbait With Recurrent Neural Networks

➔ Examples of Auto-Generated Headlines

http://nlp.stanford.edu/projects/glove/
https://code.google.com/p/word2vec/
http://nlp.stanford.edu/projects/glove/
http://arxiv.org/pdf/1301.3781v3.pdf
http://arxiv.org/pdf/1301.3781v3.pdf
http://arxiv.org/pdf/1301.3781v3.pdf
http://arxiv.org/pdf/1301.3781v3.pdf
http://arxiv.org/pdf/1301.3781v3.pdf
http://arxiv.org/pdf/1301.3781v3.pdf
http://arxiv.org/pdf/1301.3781v3.pdf
http://arxiv.org/pdf/1301.3781v3.pdf
http://arxiv.org/pdf/1309.4168.pdf
http://arxiv.org/pdf/1309.4168.pdf
http://larseidnes.com/2015/10/13/auto-generating-clickbait-with-recurrent-neural-networks/
http://larseidnes.com/2015/10/13/auto-generating-clickbait-with-recurrent-neural-networks/
http://clickotron.com
http://clickotron.com


Discussion Questions
1. In the presentation we were introduced to a number of erroneous translations caused either by the 
machine misinterpreting the input or by being unable to translate loan words. Are there other types of text 
which could be hard to implement NLP on?
 
2. Can you think of other fields where the principle of  vector representation could be applied?

 
3. In the start of the seminar the presenters mentioned speech recognition as an application of NLP. What 
are the major difficulties with such an application and does is seem feasible to develop a universal speech 
recognising algorithm?  In which ways could different forms of NLP make human-machine interaction 
easier?

 
4. Computer-generated news articles are already commonplace in many fields of journalism. Can you 
think of any possible issues with having more and more of our information channels generated without 
human input?


